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Introduction

System Biology 1
An introduction to high-throughput molecular biology : “omics”

In genomics
technologies evolve very quickly and are based on increasingly
sophisticated molecular biology, chemistry or physics techniques
increasingly sophisticated computer and mathematical
methodologies are being developed to analyze omic data

⇒We are living in an exciting time for molecular biology.
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Introduction

System Biology 1
An introduction to high-throughput molecular biology : “omics”

This week was an introduction to
some of the technologies : RNAseq, PPI, ...
some of the methodologies to analyze the data : bioinfo, biostat, ...

I will discuss some of the challenges related to their analysis,
interpretation and integration
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Introduction

Analyzing and interpreting omic data is not simple

Interdisciplnarity
Ideally one would like to follow a guide of good practises?

I ex : if assumptions A, B and C are true you should use this
method...

But it is not always that simple because
1 both technologies and methodologies evolve very rapidly
2 not easy to check the validity and importance of the assumptions

How to pick and justify the use of one methodology?
I Make our choices understandable and reproducible
I A dialog between biologists, bioinformaticians, statisticians...
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Modeling and interdisciplnarity : about realistic assumptions Comparing two populations a simple problem?

Comparing two populations -1
A simple looking scenario

Two tests are often considered : (i) the Student test and (ii) the
Wilcoxon test.
On wikipedia (August 2020) we can read about the Wilcoxon test :

can be used as an alternative to the paired Student’s t-test
when the sample size is small and the population cannot be
assumed to be normally distributed.
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Modeling and interdisciplnarity : about realistic assumptions Comparing two populations a simple problem?

Comparing two populations -2
A simple looking scenario

A nice cooking recipe?
It would therefore be a question of knowing whether the distribution is

Gaussian : in that case we use the Student test
or not : in that case we use the Wilcoxon test.

In practise it is a bit more complex because
The Student test is somewhat robust to the normality assumption
see T. Lumley, et al., « The importance of the normality assumption in large
public health data sets », Annual review of public health

Other assumptions are possibly more important : independance,
equal variances...

“All models are wrong” : what does it means exactly?
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Modeling and interdisciplnarity : about realistic assumptions A thought experiment and analysis

A thought experiment and analysis - 1

Imagine a biologist measures the expression of a gene

An experiment
Using digital PCR for example
We want to know if there is a difference in expression between
treated and not treated cells
We have n = 3 biological replicates (which is fairly standard for
this kind of experiment)
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Modeling and interdisciplnarity : about realistic assumptions A thought experiment and analysis

A thought experiment and analysis - 2

We need to choose a method to analyze
We are hesitating between the Student’s t-test and the Wilcoxon
test.
For simplicity, let’s rule out any problem with data normalization
and consider only the default versions of the tests in R :

Student in R t.test(cell.line.ctrl, cell.line.trt)
Wilcoxon in R wilcox.test (cell.line.ctrl, cell.line.trt)
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Modeling and interdisciplnarity : about realistic assumptions A thought experiment and analysis

A thought experiment and analysis - 3

Looking for a true model?
The data is probably not Gaussian...
The assumptions of the Wilcoxon test seem to be true. Should we
use the wilcox.test then?

Statistically how should we choose?
Our choice should be guided by the ability of these two tests to

detect real differences : power (H1)
do not misidentify a difference if there is not one (H0)
we can assess that using simulation here
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

Some simple simulations (math)

Xci = µc + εci , εci ∼ N (0,1) i.i.d.

Xci is the expression of gene A in
I the condition c (1 : treated or 2 : untreated / control)
I the replicate i (1, 2 or 3).

The noise is Gaussian and has a variance of 1.
The average expression difference between the two conditions is
µ1 − µ2 = δ.

Repeat
Repeating this simulation a large number of times allows us to study
the distribution function of the p-values of the test by Student and
Wilcoxon.
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

Some simple simulations in R

> n = 3; size_eff = 2
> cellLine1 <- rnorm(n)+ size_eff ## Treated
> signif(cellLine1,3)
[1] 2.11 1.96 1.85
> cellLine2 <- rnorm(n) ## Control
> signif(cellLine2,2)
[1] -0.14 -0.56 -1.40
>
> t.test(cellLine1, cellLine2)$p.value ## T-test
[1] 0.01618702
> wilcox.test(cellLine1, cellLine2)$p.value ## W-test
[1] 0.1

G. RIGAILL November 2020 16 / 38



Modeling and interdisciplnarity : about realistic assumptions Some simulations

Repeat in R

## sample.size default=3
## delta default = 3
one.simu <- function(n=3, size_eff=2){

cellLine1 <- rnorm(n)+ size_eff
cellLine2 <- rnorm(n)

pval <- c(
t.test(cellLine1, cellLine2)$p.value,
wilcox.test(cellLine1, cellLine2)$p.value
)

met <- c("t.test", "wilcox.test")
data.frame(pval=pval, test=met)

}

## 10^3 simulations under H0 (size_eff=0)
replicate(10^3, one.simu(3, 0), simplify=F)
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

What do we expect?

Remember, what is a p-value?
Wikipedia : “is the probability of obtaining test results at least as
extreme as the results actually observed, under the assumption
that the null hypothesis is correct"
and under the assumption that the assumptions of the test are
true (example : independence for both Student and Wilcoxon...)
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

What do we expect?

Under H0
Under H0 and a threshold of 5% we hope to get a p-value smaller
than 5% less than 5% of the cases
Under H0 and a threshold of α we hope to get a p-value smaller
than α less than α of the cases
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

H0 control for n = 3
For α = 5%

3,4% for the Student test
0% for the Wilcoxon test
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

Power for δ = 2 and n = 3
For α = 5%

37.5% for the Student test
0% for the Wilcoxon test
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Modeling and interdisciplnarity : about realistic assumptions Some simulations

Power for δ = 4 and n = 3
For α = 5%

88.4% for the Student test
0% for the Wilcoxon test
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Modeling and interdisciplnarity : about realistic assumptions In conclusion

Partial Conclusion

Student’s t-test
Some power at α = 5%
Note that we are probably optimistic for the Student test as we
simulated Gaussian noise
An example with a Poisson distribution below :
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Modeling and interdisciplnarity : about realistic assumptions In conclusion

Partial Conclusion

Wilcoxon’s test
A power of 0 at α = 5%
If we don’t want to assume the data to be Gaussian, we’re going
to have to

I ask to perform some additional experiments?
I or use a different p-value threshold?
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Modeling and interdisciplnarity : about realistic assumptions In conclusion

Wilcoxon test : less assumptions - less power

It does not make any assumptions about the distribution of errors
It only considers ranks
it will give the same results on the following table

treated cell line control cell line p-value
x11 x12 x13 x21 x22 x23

Data 1 10 10.1 10.2 13 13.1 13.2 0.1
Data 2 10 11 12 13 14 15 0.1

Essentially, it neglects that dPCR is quantitative... Is this realistic?
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Modeling and interdisciplnarity : about realistic assumptions In conclusion

Conclusion - 1

Choosing an approach is not simple
One often needs to consider the details of the experiements
(sample size, biases, the question...)
In our previous example with n = 3 more simulations would be
needed to conclude but in short

1 For the Student t-test, the Gaussian assumption is unrealistic but
the test has some power if the data is not too “unGaussian”

2 For the Wilcoxon test, only considering the ranks is not sufficient to
get power with n = 3 (we need larger n)
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Modeling and interdisciplnarity : about realistic assumptions In conclusion

Conclusion - 2

A realistic model?
Not a model whose assumptions are all true
Rather a model to efficiently adress our question(s)
That is why, it is often argued that “All models are wrong and
some are usefull”

A dialog between biology, bioinformatics, statistics, ... is needed

⇒We are living in an exciting time for molecular biology !
But be carefull, try to understand and question the assumptions
(talking to others scientists) !
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Data Integration : a quick overview

Upstream, Data management [Latapas et al. 2015]

Lapatas et al. Journal of Biological Research-Thessaloniki  (2015) 22:9 Page 3 of 16

should be used and when depends on amount of data, who
owns them and the existing infrastructure.
In biology we see a diversity of implementations across

these two approaches being used at a variety of levels and
forms like data centralisation, federated databases [41, 42]
and linked data [43]. Figure 1 shows the most common
schemata used to integrate data in biology.
UniProt [44] and GenBank [45] are examples of cen-

tralised resources (Fig. 1-Data Centralisation), whereas
Pathway commons [46] collects pathways from different

databases and stores them to a shared repository that
can be used to query and analyse pathway information
(Fig. 1-Data Warehousing). Datasets integration can also
be made by in-house workflows accessing distributed
databases and downloading data to a local repository
(Fig. 1-Dataset Integration). ExPASy [47] is the SIB Bioin-
formatics Resource Portal through which the user can
access databases and tools in different areas of life sci-
ence (Fig. 1-Hyperlinks). Database links are crucial for
interoperability and several efforts have been done in

Fig. 1 Data integration methodologies. This figure illustrates six major types of data integration methodologies in biology

ensure the reproducibility of the analysis and interpretation
needs to be driven by the actual users
need to define, adopt and use standards
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Data Integration : a quick overview

A definition inspired by [Ritchie et al. 2015]

“...The integration of multi-omic information in a meaningful
way to provide a more comprehensive analysis of a biological
point of interest...”

To
1 Predict a phenotype or the outcome of an intervention
2 Identify biomarkers
3 Better understand molecular mecanisms or the underlying genetic

basis
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Data Integration : a quick overview

The promise

Biology level by level

Highlighted the complexity of
interactions
Remains to explore them

I intra and inter-level

... to increase knowledge

Meta-dimensional analysis
An approach whereby all 
scales of data are combined 
simultaneously to produce 
complex models defined  
as multiple variables from 
multiple scales of data.

Multi-staged analysis
A stepwise or hierarchical 
analysis method that reduces 
the search space through 
different stages of analysis.

Systems genomics
An analysis approach that 
models the complex inter- and 
intra-individual variations  
of traits and diseases using 
data from next-generation 
omic data.

Data integration
The incorporation of 
multi-omic information in  
a meaningful way to provide a 
more comprehensive analysis 
of a biological point of interest.

In this Review, we describe the principles of meta-
dimensional analysis and multi-staged analysis, and 
provide an overview of some of the approaches that 
are used to predict a given quantitative or categorical 
outcome, the tools available to implement these analy-
ses, and the various strengths and weaknesses of these 
strategies. In addition, we describe the analytical chal-
lenges that emerge with data sets of this magnitude, and 
provide our perspective on how such systems genomic 
analyses might develop in the future.

Why integrate data?
Data integration can have numerous meanings; however, 
in this Review, we use it to mean the process by which 
different types of omic data are combined as predictor 
variables to allow more thorough and comprehensive 
modelling of complex traits or phenotypes — which are 
likely to be the result of an elaborate interplay among 
biological variation at various levels of regulation — 
through the identification of more informative models. 
Data integration methods are now emerging that aim 
to bridge the gap between our ability to generate vast 
amounts of data and our understanding of biology, thus 

reflecting the complexity within biological systems. 
The primary motivation behind integrated data analy-
sis is to identify key genomic factors, and importantly 
their interactions, that explain or predict disease risk or 
other biological outcomes. The success in understand-
ing the genetic and genomic architecture of complex 
phenotypes has been modest, and this could be due to 
our limited exploration of the interactions among the 
genome, transcriptome, metabolome and so on. Data 
integration may provide improved power to identify 
the important genomic factors and their interactions 
(BOX 1). In addition, modelling the complexity of, and 
the interactions between, variation in DNA, gene 
expression, methylation, metabolites and proteins 
may improve our understanding of the mechanism 
or causal relationships of complex-trait architecture. 
There are two main approaches to data integration: 
multi-staged analysis, which involves integrating 
information using a stepwise or hierarchical analysis 
approach; and meta-dimensional analysis, which refers 
to the concept of integrating multiple different data 
types to build a multivariate model associated with a 
given outcome16–18.

Nature Reviews | Genetics
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    RNA
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Genome ProteomeTranscriptomeEpigenome

DNA Gene mRNA
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Figure 1 | Biological systems multi-omics from the genome, epigenome, 
transcriptome, proteome and metabolome to the phenome.  
Heterogeneous genomic data exist within and between levels, for example, 
single-nucleotide polymorphism (SNP), copy number variation (CNV), loss 
of heterozygosity (LOH) and genomic rearrangement, such as translocation, 
at the genome level; DNA methylation, histone modification, chromatin 
accessibility, transcription factor (TF) binding and micro RNA (miRNA) at the 

epigenome level; gene expression and alternative splicing at the 
transcriptome level; protein expression and post-translational modification 
at the proteome level; and metabolite profiling at the metabolome level. 
Arrows indicate the flow of genetic information from the genome level to 
the metabolome level and, ultimately, to the phenome level. The red crosses 
indicate inactivation of transcription or translation. CSF, cerebrospinal  
fluid; Me, methylation; TFBS, transcription factor-binding site.

R E V I E W S
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© 2015 Macmillan Publishers Limited. All rights reserved

Towards an integrative biology [Ritchie et al. 2015]

“...the complete biological model is only likely to be discove-
red if the different levels of genetic, genomic and proteomic
regulation are considered in an analysis.”
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Data Integration : a quick overview

The diversity of multi-source data
Big and complex data
[N. Vialaneix 2018]

Heterogeneous data Multi-scale data Unbalanced datasets
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Data Integration : a quick overview

Analysis of each dataset [Ritchie et al. 2015]

Quality Assurance and Control
I To have high quality results you need high quality data

Dimension reduction to increase power
I Reduce the number of variables per dataset :

F p : many genes, metabolites, proteins, ...
F n : few experimental conditions

On a dataset i on a n � pi
On all datasets n ≪

∑
i pi

I Many methods : Filtering, PCA, Data-Mining...
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Data Integration : a quick overview

Several types of integration
In several stages

I each step should enrich the signal
Multidimensional

I simultaneous analysis of all datasets

Multivariate Cox LASSO 
(least absolute shrinkage 
and selection operator) 
model
A method that performs 
variable selection via LASSO, 
followed by a multivariate Cox 
regression analysis.

Concatenation-based integration. Concatenation-based 
integration combines multiple data matrices for each 
sample into one large input matrix before constructing 
a model. One advantage of concatenation-based integra-
tion is that, after it is determined how to combine the 
variables into one matrix, it is relatively easy to use any 
statistical method for continuous and categorical data 
for analysis. For example, Fridley et al.54 performed con-
catenation-based integration by incorporating multiple 
types of genomic data into an association analysis with a 
complex phenotype using a Bayesian modelling strategy. 
Data from SNPs and mRNA gene expression were com-
bined into a single data matrix, and the joint relationship 
of mRNA gene expression and SNP genotypes was then 
modelled using a Bayesian integrative model to predict 
a quantitative phenotype (for example, drug cytotoxic-
ity). Mankoo et al.55 predicted time to recurrence and 
survival in ovarian cancer using copy number altera-
tion, methylation, miRNA and gene expression data 
using a multivariate Cox LASSO (least absolute shrinkage  
and selection operator) model. This strategy involves per-
forming variable selection via LASSO, rather than a 

stepwise method, and then modelling the selected set of 
variables in a Cox regression. The other main advantage 
of this approach is that concatenation-based integra-
tion is particularly useful for considering interactions 
between different types of genomic data. For example, if 
the underlying model that one is trying to detect is a SNP 
interacting with metabolite to explain disease risk and  
if the two variables are not combined into one model, 
then the effect may be missed. This approach has been 
used to combine SNP and gene expression data to pre-
dict high-density lipoprotein cholesterol levels18,56, and 
to identify interactions between copy number altera-
tion, methylation, miRNA and gene expression data  
associated with cancer clinical outcomes57.

The challenge with concatenation-based integration 
is identifying the best approach for combining multi-
ple matrices that include data from different scales in 
a meaningful way. For example, SNP data contain 0, 1 
or 2 as values corresponding to the copies of a specific 
allele per individual; copy number data may consist of 
–2, –1, 0, 1 or 2 as values corresponding to copy number 
status in a given genetic region (although they can also 

Nature Reviews | Genetics
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Figure 4 |  Categorization of meta-dimensional analysis.  
Meta-dimensional analysis can be divided into three categories. 
a | Concatenation-based integration involves combining data sets from 
different data types at the raw or processed data level before modelling 
and analysis. b | Transformation-based integration involves performing 
mapping or data transformation of the underlying data sets  

before analysis, and the modelling approach is applied at the level  
of transformed matrices. c | Model-based integration is the process of 
performing analysis on each data type independently, followed by 
integration of the resultant models to generate knowledge about the 
trait  of  interest.  miRNA, microRNA; SNP, single-nucleotide 
polymorphism.
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Data Integration : a quick overview

AI and knowledge acquisition [Camacho et al. 2018]

dataset, while the latter occurs when the model is too simple.

Overfitting can be addressed by increasing the size of the

training dataset and/or decreasing the complexity of the learning

model, whereas underfitting can be remediated by increasing

the model’s complexity (Domingos, 2012).

The quality of the input data, in addition to the quantity of the

training data, is key to the entire machine-learning process. The

old computer-science adage of ‘‘garbage in, garbage out’’ was

never truer than it is withmachine-learning applications. The per-

formance of any given machine-learning algorithm is dependent

on the data used to train the model. Properly formatting, clean-

ing, and normalizing the input data constitute critical first steps.

The input dataset might have many missing values and, thus, is

incomplete. The options for dealing with missing data include

inferring the missing values directly (e.g., imputation) or simply

removing sparse features. Moreover, not every input feature in

a given biological dataset will be informative for predicting the

output labels. In fact, including irrelevant features can lead to

overfitting and therefore hinder the performance of the ma-

chine-learning model. A process called feature selection is often

used to identify informative features. An example of a feature se-

lection technique is to correlate all input features with the labels

and retain only those features that meet a pre-defined threshold.

For additional insight into input data and feature selection, we

refer the reader to several excellent articles (Chandrashekar

and Sahin, 2014; Domingos, 2012; Guyon and Elisseeff, 2003;

Little and Rubin, 1987; Saeys et al., 2007).

Categories of Machine-Learning Methods

There are two overarching categories of machine learning

methods—namely, unsupervised and supervised learning (see

James et al., 2013; Rencher, 2002). Unsupervised approaches

are used when the labels on the input data are unknown; these

methods learn only from patterns in the features of the input

data. Commonly used unsupervised methods include principal

components analysis (PCA) and hierarchical clustering. The

goal of unsupervised approaches is to group or cluster subsets

of the data based on similar features and to identify how many

groups or clusters are present in the data. While the machine

is used to identify clusters or reduce the dimensions of data

directly, an independent predictive model is not produced. In

practice, when new data become available, there are two op-

tions: (1) the new data can be mapped into the clustered or

dimension-reduced space or (2) the clustering or reduction of di-

mensions can be performed once again with all of the data

included. Using either of these approaches, one can determine

where the new data fit with respect to the original data (Ghahra-

mani, 2004).

Unsupervised techniques can be advantageous in certain sit-

uations. For instance, in a case where the sample labels are

missing or incorrect, unsupervisedmethods can still identify pat-

terns, since the clustering is performed purely on the input data.

Additionally, unsupervised methods are well suited for visualiza-

tion of high-dimensional input data. As an example, by plotting

the first two principal components of a PCA, one can judge the

relative distance (a metric of similarity) between samples on a

simple two-dimensional plot summarizing information from hun-

dreds or thousands of features (Abdi and Williams, 2010;

Shlens, 2014).

Supervised methods, on the other hand, are applied when la-

bels are available for the input data. In this case, the labels are

used to train the machine-learning model to recognize patterns

that are predictive of the data labels. Supervised methods are

more typically associated with machine-learning applications

because the trained model is a predictive one; thus, when new

input data become available, predictions using the trainedmodel

can be directly made. Of note, the output of unsupervised ap-

proaches can be used as input to supervised approaches. For

example, the clusters discovered in hierarchical clustering can

be used as input features to supervised methods. Additionally,

supervised models can use the output of PCA as input and

work directly on the reduced feature space, as opposed to the

full set of input features.

Two notable sub-classes of machine-learning methods that

fall under the umbrella of supervised methods are semi-super-

vised learners and ensemble learners. Semi-supervised

methods can be utilized in situations where the labels are

Figure 1. Machine-Learning Applications Build Models to Interpret and Analyze Datasets
Data consist of features measured over many samples, including quantification of genes, proteins, metabolites, and edges within networks. A machine-learning
approach is selected based on the prediction task, underlying properties of the data, and if the data are labeled or unlabeled. If the data are unlabeled, then an
unsupervised approach is needed, such as PCA or hierarchical clustering. If the data are labeled, then a supervised approach can be applied, which will generate
a predictive model for either regression or classification of the data based on input labels. After applying the appropriate machine learning approach, the pre-
dictions must be validated. New data can be generated or collected and used to refine the learned model, improve prediction performance, and develop novel
biological hypotheses.

Cell 173, June 14, 2018 1583

Towards a science more focused on data, calculation and
simulation

I What do we want to predict ?
I What do we want to understand?
I How to validate?
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A few challenges
Tackling methodological obstacles

The big dimension
Missing data
Prediction in an uncertain context
Validation

Define the “biological question”

Not that simple
I predict or understand
I supervised or unsupervised

The hypotheses
I there are bound to be some
I we should state them

Factor analysis
A statistical method used to 
describe variability among 
observed, correlated variables 
in terms of a smaller number of 
unobserved (latent) variables.

Multi-omics data
Multiple types of genome-scale 
data sets that emerged from 
high-throughput technologies, 
including genome sequencing 
data (genomics), genome-wide 
RNA-sequencing data 
(transcriptomics), methylation 
and histone modification data 
(epigenomics), and mass 
spectrometry protein data 
(proteomics).

Population stratification
A situation in which different 
subpopulations exist within  
a data set owing to different 
allele frequencies because of 
underlying genetic ancestry 
that leads to different strata 
being present in the data set. 
This can lead to spurious 
associations if not adjusted  
for appropriately.

component analysis (PCA)30,34, factor analysis30 and 
genetic algorithms35. An example of intrinsic filtering 
for SNPs would be to use linkage disequilibrium (LD) 
patterns to reduce the number of SNPs, thus focusing on 
a smaller number of variables. An example of extrinsic 
filtering would be to filter a gene expression data set only 
for gene expression from genes known to have a relation-
ship to the immune system when investigating an auto-
immune trait. A limitation of extrinsic filtering is that we 
only ‘know what we know’, and extrinsic data reduction 
is therefore limited by the knowledge of the field at the 
time that information is used to guide data reduction. 
However, intrinsic filtering might remove biologically 
important features. In some analyses, a combination of 
intrinsic and extrinsic filtering can be performed. For 
example, with 5 million SNPs, a researcher may perform 
a chi-square test of association for each SNP and keep 
only those that are significant based on a chosen P value 
threshold, and may also select all biologically relevant 
variants based on a Biofilter annotation. 

The nature of the chosen method for data reduction 
will drive the hypothesis that can be tested. For example, 
there are two primary molecular variability hypotheses 
that might explain a resulting complex trait (FIG. 2). The 
dominant paradigm has been that variation at the DNA 
level will lead to changes in gene expression, leading to 
changes in protein expression and finally a change in 
phenotype — a fundamentally linear assumption of dis-
ease aetiology (Hypothesis A). If Hypothesis A is con-
sidered, then stratifying the data by type or scale and 
performing initial analyses before moving on to a step 
of further data integration is the most powerful, easily 
implemented and interpretable approach. For example, 
this would involve first reducing the amount of SNP data 
to include only those SNPs associated with a particular 
outcome, then limiting the amount of proteomic data 
to only those proteomic variables associated with the 
outcome, before analysing the SNP and proteomic data 
together. Hypothesis B is the alternative possibility, in 
which multiple levels of molecular variation contribute 
to disease risk in a nonlinear, interactive and complex 
way. If Hypothesis B is considered, then stratifying by 
data type for data reduction and subsequently perform-
ing analyses would inhibit the ability to detect the true 
model; thus, an alternative data reduction approach that 
combines the multi-omics data sets prior to data reduction 
would be more appropriate. For example, data from copy 
number variation, methylation and micro RNA (miRNA) 
could be combined and then reduced via ReliefF32; the 
resultant filtered data set could then be analysed for  
association with a particular outcome or phenotype.

Confounding. Confounding is another challenge with 
data integration (as with some other genomic and pro-
teomic analyses) that can lead to spurious associations 
and interpretations of findings. Confounding occurs 
when an independent variable is associated both with 
another independent variable and with the dependent 
variable; it can occur because of genetic, environmental, 
demographic or other technical factors. For example, 
population stratification is a type of confounding that can 

occur in genetic association studies36. Several methods 
have been developed to address population stratifica-
tion, including mixed-model approaches37 and PCA38. 
Surrogate variable analysis has been introduced as a 
strategy to accurately capture the relationship between 
variation in molecular variables (such as gene expres-
sion) and variation in other variables of interest, and to 
overcome the potential issues with heterogeneity and 
confounding39. Evidence of confounding needs to be 
addressed prior to any comprehensive data integration 
analyses.

An overview of data integration
Data integration methods can be broadly categorized 
into two types of approaches. In multi-staged analysis,  
models are constructed using only two different scales 
at a time, in a stepwise, linear or hierarchical manner. By 
scale, we refer to the numerical and categorical features 
of the data, for example, SNP variables, and gene expres-
sion variables that have either continuous values for the 
level of expression or a categorical variable indicating 
overexpressed or underexpressed genes. This approach 
reflects Hypothesis A of FIG. 2. Meta-dimensional analy-
sis, or the fusion of scales, is an approach in which all 
scales of data are combined simultaneously to iden-
tify complex, meta-dimensional models with multi-
ple variables from different data types. This approach 
reflects Hypothesis B of FIG. 2. There are several types 
of analysis and software tools that can be used to imple-
ment both multi-staged analysis and meta-dimensional  
analysis (TABLE 1).
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Hypothesis A Hypothesis B

Figure 2 | Alternative hypothesis of complex-trait 
aetiology.  Hypothesis A (grey arrow) is the theory that 
variation is hierarchical, such that variation in DNA leads  
to variation in RNA and so on in a linear manner. 
Hypothesis B (black arrow) is the idea that it is the 
combination of variation across all possible omic levels in 
concert that leads to phenotype.
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As a conclusion

Context of rapid transitions :
I renewed articulation between acquisition - processing - modeling

Evolution towards a science more centered on data, calculation
and simulation?

I understanding remain essential !
Diversity of approaches

I linked to the diversity of data and biological questions

I hybridation
I adaptation
I importance of methodological research at the interface between

disciplines
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